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Fundamental and Applied Research and 
Standards for AI Technologies (FARSAIT) 

Applied
Catalyzing the use 
of machine learning 
and AI within NIST 
scientific program.

Fundamental
Measure and enhance 

the security and 
trustworthiness 
of AI systems.



Trustworthy AI



Trustworthy AI

accuracy reliability

robustness

privacy

explainability



Secure AI

Terminology and Taxonomy 

of attacks and defenses for 

Adversarial Machine 

Learning. 

Taxonomy  and vocabulary of 
adversarial machine learning,  
NISTIR 8269

Collaboration with MITRE, 
Academic 

Extensive literature survey



The Economist Intelligence Unit: September 2020 report on AI in Financial Services

Survey of Finance executives



Credit:
An Architectural Risk Analysis of Machine Learning Systems:  Towards More 
Secure Machine Learning
McGraw, Figueroa, Shepardson & Bonnet
https://berryvilleiml.com/docs/ara.pdf

Top 10 Risks
• Adversarial examples (1)
• Data poisoning (2)
• Online (in-use) system manipulation (1,2,3,4,5,7)
• Transfer learning attacks (5,4,7,8)
• Data confidentiality
• Data trustworthiness
• Reproducibility
• Overfitting
• Encoding integrity (5,4,7,8)
• Output integrity (8,9)

Initial training +
Adaptive learning for 
‘online’ ML

https://berryvilleiml.com/docs/ara.pdf


Known attacks (from McGraw et al):

Manipulation attacks
1. Data manipulation
2. Input manipulation
3. Model manipulation

Extraction attacks
4. Data extraction
5. Input extraction
6. Model extraction



Explainable AI

Forms the bases of 

addressing fairness, bias, 

transparency, security, 

safety and ultimately trust 

in AI systems. 

Developed principles 
of explainable AI

Socialize with experts 
in the community

Explainability, 
NISTIR 8312 draft



History

• Shannon, Turing

• Dartmouth 4, 1956

• Expert system, rules based, neural net, image net



Issues
• Weak vs strong

• Little notion of causality in statistics

• Uneven distribution of skills, most academics went to the usual suspects,

• Bias, explainability

• Skills shortage

• Deep Fakes

• Policy Makers, Regulators, Standards Bodies

• Hard problems are still hard

• Security

• Common sense still not common



History

How it works

What to do

Deep fake slides with permission from Dr Jan Kietzman.  Note slideshare.net link in 
references

Deep Fakes



What are deepfakes?
“Deepfakes leverage powerful techniques from machine learning and artificial 

intelligence to manipulate or generate visual and audio content with a high potential 

to deceive” (Kietzmann et al. 2020)

Example: Rowan Atkinson (Mr. Bean) unexpectedly stars in a perfume commercial 

(original recorded with Charlize Theron).

View the original advert here: 

https://youtu.be/VqSl5mSJXJs

View the deepfake here: 

https://youtu.be/tDAToEnJEY8

https://www.sciencedirect.com/science/article/pii/S0007681319301600?via%3Dihub
https://youtu.be/VqSl5mSJXJs
https://youtu.be/tDAToEnJEY8


What are deepfakes?
The phenomenon gained its name from a user of the platform    

This person shared the first deepfakes by placing unknowing 

celebrities into adult video clips. This triggered widespread 

interest in the Reddit community and led to an explosion of 

fake content.

The first targets of deepfakes were famous people, including 

actors (e.g., Emma Watson and Scarlett Johansson), singers 

(e.g., Katy Perry) and politicians (e.g., Persident Obama). 



Deepfakes matter because:
Believability: If we see and hear something with our own eyes and ears, we believe 

it to exist or to be true, even if it is unlikely.

The brain’s visual system can be targeted for misperception, in the same way optical 

illusions and bistable figures trick our brains.

Accessibility: The technology of today and tomorrow will allow all of us to create 

fakes that appear real, without a significant investment in training, data collection, 

hardware and software.

Zao, the popular Chinese app for mobile devices lets users place their faves into 

scenes from movies and TV shows, for free. 



How do deepfakes work?
Many deepfakes are created by a three-step procedure:

Step 1: The image region showing original person’s face is extracted from an original 

frame of the video. This image is then used as input to a deep neural network (DNN), 

a technique from the domain of machine learning and artificial intelligence.

Step 2: The DNN automatically generates a matching image showing someone else 

instead of the original person.

Step 3: This generated face is inserted into the original reference image to create 

the deepfake.



How do deepfakes work?
The main technology for creating deepfakes is deep learning, a machine learning 

method used to train deep neural networks (DNNs).

DNNs consist of a large set of interconnected artificial neurons, referred to as units.

Much like neurons in the brain, while each unit itself performs a rather simple 

computation, all units together can perform complex nonlinear operations.

In case of deepfakes, this is mapping from one person to another.



How do deepfakes work?
Deepfakes are commonly created using a specific deep network architecture known 

as autoencoder.

Autoencoders are trained to recognize key characteristics of an input image to 

subsequently recreate it as their output. In this process, the network performs heavy 

data compression.

Autoencoders consist of three subparts:

• An encoder (recognizing key features of an input face).

• A latent space (representing the face as a compressed version).

• A decoder (reconstructing the input image with all detail).



Enterprise advice

• Invest in learning and applying AI. Gain proficiency. 
Focus on business goals and problems. You need 
domain experience too. 

• No ‘bet the farm’ projects - defined problems with 
business goals.

• Taking on very hard problems with technology you are 
not yet proficient in might work, probably not.



• European Union, WEF

• OECD

• IEEEE. https://standards.ieee.org/initiatives/artificial-intelligence-systems/index.html

• ISO. https://www.iso.org/committee/6794475.html

• Sector vs global

• Context matters,  autonomy, medical, military, financial, government, justice, transportation

• Thorny issues, facial recognition, autonomous vehicles,  role of algorithms, bias, social justice

• At NIST, we respect role of regulators.  Our lane is open broad,  voluntary consensus bodies. 

Policy, Regulation, Standards

https://standards.ieee.org/initiatives/artificial-intelligence-systems/index.html
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Discussion questions

• Well? - is it friend or foe?



Bias

Explain-ability/Transparency

What’s the same? 
• Risk view
• Patching?
• Red team?
• ??

Ethics

Adversarial AI Data poisoning

What are the opportunities?

AI Tech  Power base

Regulation

What skills are needed?

Reproducibility


